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Noam Chomsky

“The systems of thought … use linguistic expressions for reasoning, interpretation, 
organizing action, and other mental acts.”

“A substantial part of 
what we call thinking is 
simply linguistic 
manipulation, so if 
there is a severe deficit 
of language, there will 
be a severe deficit of 
thought.”

“nearly decomposable systems”
Herbert Simon



The human language system: Introduction and key properties1

The relationship between language and thought in humans.2

The structure of cognition in humans: Implications for AI.3

Today:

The structure of human thought.
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Sample individual language maps:

Language > Perceptually 
matched control

Fedorenko et al. (2010, J Neurophys)

The language system
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Mahowald & Fedorenko (2016, NeuroImage); 

Lipkin et al. (2022, Nat Sci Data)

The language system
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•causally important for 
language function

a large body of work on aphasia
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Noam Chomsky

“The systems of thought … use linguistic expressions for reasoning, interpretation, 
organizing action, and other mental acts.”

“A substantial part of 
what we call thinking is 
simply linguistic 
manipulation, so if 
there is a severe deficit 
of language, there will 
be a severe deficit of 
thought.”
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Is the language system 
engaged when we think?

How do we test this hypothesis?



34 experiments, 79 conditions; 

780 participants across 1,051 scanning sessions

Fedorenko et al. (2011 PNAS); 
Fedorenko et al. (2012 Curr BIo);
Pritchett et al. (2018 J Neurophys);
Jouravlev et al. (2019 Np’logia); 
Shain, Paunov, Chen et al. (2023 Cer Cort);
Ivanova et al. (2020 eLife);
Benn, Ivanova et al. (2023 Cer Cort);
Chen et al. (2023 Cer Cort), inter alia

Language areas are highly selective relative to diverse non-linguistic inputs and tasks.

Language vs. thought (and other non-linguistic functions)



Language areas show little/no response when we engage in diverse thought-related activities.
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Fedorenko & Varley (2016 ANYAS); 
Woolgar et al. (2018 Nat Hum Beh);
Ivanova et al. (2021 NOL);
Chen et al. (2022 Cer Cort);
Benn, Ivanova et al. (2023 Cer Cort), inter alia

Sample lesions of patients 

with global aphasia:

Language vs. thought

Mathematical 
reasoning

Planning + 
decision making

Executive functions
WHITE
BLACK

Logic
Abstract 

problem solving

Social reasoning / 
Theory of mind

Physical reasoning

Spatial 
navigation

Scientific 
reasoning

Intellectual / 
strategy games

Numerical 
cognition

Music

Art

World knowledge + 
commonsense reasoning

Episodic memory 
and prospection

Rosemary Varley  
(UCL) Anya Ivanova 

(Georgia Tech)
Hope Kean 

(MIT)



Noam Chomsky
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organizing action, and other mental acts.”

“A substantial part of 
what we call thinking is 
simply linguistic 
manipulation, so if 
there is a severe deficit 
of language, there will 
be a severe deficit of 
thought.”

Is the language system 
engaged when we think?

Can we think  
without language?

No Yes



Mathematical 
reasoning

Planning + 
decision making

Executive functions
WHITE
BLACK

Logic

Abstract 
problem solvingSocial reasoning / 

Theory of mind

Physical reasoning

Spatial 
navigationConcepts — the building blocks of thought

Intellectual / 
strategy games

Episodic memory 
and prospection

Numerical 
cognition

Music

Art

World knowledge + 
commonsense reasoning

Building and 
programming 

machines
Scientific 
reasoning

The structure of thought

Language



Logic

Abstract 
problem solving

Mathematical 
reasoning

The structure of thought

Executive functions
WHITE
BLACK

Building and 
programming 

machines

Numerical 
cognition

Multiple demand 
network

e.g., Duncan (2010); 
Assem et al. (2020)



Mathematical 
reasoning

Executive functions
WHITE
BLACK

Logic

Abstract 
problem solvingSocial reasoning / 

Theory of mind

Numerical 
cognition

Building and 
programming 

machines

The structure of thought

Theory of mind 
network

e.g., Saxe & Kanwisher (2003)



Mathematical 
reasoning

Executive functions
WHITE
BLACK

Logic

Abstract 
problem solvingSocial reasoning / 

Theory of mind

Episodic memory 
and prospection

Numerical 
cognition

Building and 
programming 

machines

The structure of thought

Default network
Broadly similar areas as 

the Theory of Mind 
network, but robustly 

dissociable within 
individuals.
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Braga & Buckner (2017)
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Fischer et al. (2016)

Pramod et al. (in prep.)

Kean et al. (in prep.)



Formal vs. functional linguistic competence

Anya Ivanova 
(Georgia Tech)

Kyle Mahowald 
(UT Austin)



•knowledge of sounds

•knowledge of rules
•knowledge of non-rule-like 
regularities (constructions)

Formal linguistic 
competence:

Functional linguistic 
competence:

•knowledge of words
•using language in the world

Formal vs. functional linguistic competence

Language network:

Language network working with 
other, non-language-specific 
cognitive networks

Theory of Mind 
network

Multiple Demand 
network

Default Network

?? 
Network

?? 
Network



Theory of Mind 
network

• recruited during some aspects 
of non-literal language 
comprehension


• supports the processing of 
conversation


• processes particular content 
(e.g., related to mental states)

Default Network

• supports the processing of 
discourse-level structure


•may process particular 
content (spatial information)

Multiple Demand 
network• recruited in the presence of task demands 

•  processes particular content (e.g., 
mathematical statements)


•  supports some cases of effortful language 
comprehension

Formal vs. functional linguistic competence
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Implications for how we think about and build AI

•knowledge of sounds

•knowledge of rules
•knowledge of non-rule-like 
regularities (constructions)

Formal linguistic 
competence:

Functional linguistic 
competence:

•knowledge of words
•using language in the world

Language models

???

?

Many demonstrations of 
world/domain knowledge 
and reasoning,  
but these abilities lack 
robustness and 
generalizability.



Implications for how we think about and build AI

Why do we want to get to human-level AI?

To understand how the brain works:To build smarter machines:

•better, more rigorous evaluations (control 
conditions!)


•understand not just whether a model can do x, 
but why it succeeds or fails (circuit analysis 
tools)

•approaches to making models better: 
•scaling

• taking inspiration from the human 
brain (e.g., neurosymbolic 
approaches, building in modularity, or 
testing for emergent modularity in 
the end-to-end systems)

•build more biologically and cognitively plausible 
models of language and cognition

•biological plausibility: modularity, recurrence, 
more complex neurons, wiring length costs

•cognitive plausibility: memory constraints, 
learning from less data (i.e., developmental 
plausibility)

Cool new opportunites: 
•distill the necessary and sufficient features for an 
LM to align with human behavior / neural data

• test how far language statistics can take you

•evaluate inter-system interaction (questions for 
which no great tools exist in neuroscience)

Are there multiple ways to 
build intelligence?



Take-aways:

Language and thought are robustly 
distinct in the human brain.

Different aspects of thought rely on 
several distinct networks, but the 
ontology of thought requires more 
work.

LLMs have masted formal 
linguistic competence 

Language is supported by a 
specialized brain network.

The language system and the 
systems of thought have to 
work together to enable real-
life language use.

but struggle with functional 
linguistic competence.
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